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What is a Rank Revealer of a matrix? Rank-revealing LU Factorizations Local Maximum Volume In Practice

Every matrix A € R"*" admits a singular value decomposition (SVD). In computing the LU factorization (i.e., Gaussian elimination), a key con- Rank-revealing LU and QR factorizations can be computed efficiently
The (k + 1)st singular value of A measures the proximity of A to its cept to avoid numerical instabilities is pivoting. That is, we permute the in practice. The overall idea is to use an efficient pivoting strateqy first,
nearest rank-£ matrix in the spectral norm. rows and columns of A based on some metric. Some common pivoting which guarantees a weak lower bound on the pivot volume, and then
. o7 strategies include partial, rook, and complete pivoting. swap rows and columns to increase It.
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Let A, € R™*" be a rank-k£ matrix. We say that Ay, is a rank-revealer of k P —— -
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A if A, well-approximates the k leading singular values of A and A — A;,

well-approximates the (min(m,n) — k) trailing singular values of A. Instead of doing a full LU factorization PLAP, = LU, we consider a

partial LU factorization, which computes a rank-k approximation A;. of
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A e = singular values of A A. The matrix A; has the nice property that its row (resp. column)
= allowed region for o(Ay) space is spanned by the rows (resp. columns) of A. We show that

* . = allowed region for 0(A — Ay) : : : : 2! 2
§ e Ay is near local maximum volume < A;. is rank-revealing. . L
% 4 * 0 0pi(A) < 0(A- Ay < 0 i(A) Hence, the only pivoting strategy that gives us a rank-revealing approx- i - i . i i
£ | #0i(A) < 0i(A) < poj(A) S imation is one that guarantees the local maximum volume.
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Rank-revealing QR Factorizations

GECP can be used to approximate functions on a rectangular domain
(continuous analog of matrices). We compute + and observe that

Similarly, for QR factorizations, a pivoting strategy permutes the
GECP generally selects pivots with a large volume. Hence, GECP is

What is the volume of a matrix? columns of A. We use a partial QR factorization to construct a rank-

k approximation A; of A, where the column space of A, is spanned by empirically a rank-revealer in pseudoskeleton approximation of kernels.
The volume of a matrix is the product of its singular values. Let B € R*¢ the columns of A. _ _ SR o
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for any submatrix B of A that differs in at most one row and column oGS s
k

from B. If v =1, then B has a local maximum volume. Local maximum
volume does not imply global maximum volume.
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CPQR is used in quantum chemistry to identify a well-conditioned basis
as candidates for localized Wannier functions. The columns it selects
have a very large local volume.
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Rank-k QR Factorization
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We show that local maximum volume is necessary and sufficient for a
rank-revealing QR factorization.
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(1,2)(1,3)(1,4) (2,3)(2,4)(3,4) Aj is near local maximum volume < Ay is rank-revealing.
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